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Outline

 Nowcasting Uncertain Events 

– Using Big Data and Machine Learning

 Risk Assessment

 Procedure Design
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Command & Control

1. Outside world is stochastic; captured by 

analog sensors

2. Sensor data is converted to deterministic 

representations

3. Operators match deterministic procedures 

with deterministic displays to execute the 

mission  
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Very Effective Approach …

 Stochastic world view  Deterministic 

procedure view is very, very successful

 In past 30 years of digital automation, the 

process has improved even as layers of 

complex procedures/functions have been 

added.

– Simple  Complicated
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…Except for Rare Events

 … erratic airspeed sensors (AF 447)
 Automation to Operator: “your airplane, sir”

 … frozen A-o-A sensors (XL Germany)
 Automation to Operator: “everything is fine”

 … failed Radio Altimeter coupled to Master Autothrottle (TK 
1951)

 Automation to Operator: “there are discrepancies, but we are going to 
ignore them.”

Issues:

• Sensors and Sensor Checking logic cannot make sense of the 

stochastic data

• Tolerances/Thresholds

• Erratic data

• Noise
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… complex Dynamically Emerging Procedures

 Stable Approach:
– On glide-path

– On runway center-line

– +/-10 knots of desired speed

– Not excessive Rate-of-Descent (ROD)

Issues:

• Set-up is critical to downpath events/state

• What is tolerance?

• Abort is a complex decision (with significant workload 

consequences)
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Simple/Complicated  Complex

 Snowden (2005)

 Simple/Obvious
– Tightly constrained/No degrees of freedom (Linear System)

– Procedures: Sense Categorize Respond
 Decisions based on 

– Best Practice Procedure (i.e. optimized)

 Complicated
– Governed by constraints/Tightly Coupled (Linear System with 

high combinatorics)

– Procedures: Sense Analyze Respond
 Decisions based on ruled

– Good practice (i.e. not always best, but sufficient)

 Complex
– Not governed by constraints/Tightly Coupled (non-linear, some 

uncertainty)

– Procedures: Probe Sense Analyze Respond
 Trial-and-error

– Emergent/Novel practice
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Transition

• Instantaneous

• Silent

• Significant 

Consequences



Challenge

 Provide operators solutions to execute 

missions in environment in which Stochastic 

world instantaneously is no longer compatible 

with deterministic procedures:

– Rare events

– Complex dynamic emergent procedures
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Challenge

 How to deal with the residual unpredictability 

 Our work in flightdeck automation, big data 

analysis, risk assessment, and procedure 

development is aimed at providing workable 

solutions
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Nowcasting Uncertian Events Using 
Big Data and Machine Learning
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Good News

 Airline operations are increasingly captured by 

massive amounts of data:

– Trajectory

– Atmospheric

– Vehicle system states

– ATC/ATM/AOC system states

– Operator Performance
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Bad News

 Massive amounts of data

 Data sets not connected

 Data is noisy/variation

 Data from one operation (e.g. ILS approach) is 

not applicable same operations at another 

location

– ILS approach at ABC is not the same as the ILS 

approach at XYZ
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Magic Genie

 Machine Learning & Data Storage

– Process massive amounts of data (from same 

location)

– Tease out correlations and patterns
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Nowcasting

 Use data from a specific procedure to nowcast
down path performance

 Nowcast – forecast based on real-time data for 
events in the near future (minutes)
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Example – Stable Approach
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Desired Trajectory
Actual Trajectory



Example – Stable Approach
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Can Nowcast here … 

… for event here

Stable Approach at 1000’AGL



Data

 28 days of “radar” surveillance track data

 8237 flights

 Runway 22R EWR
– 4-5 second update rate 

– track index

– aircraft type

– destination airport

– seconds past midnight

– latitude/longitude 

– Altitude

+ weather data

+ nav procedure data

• Results improved by use of FOQA/FDR data
• 1 sec update rate

• Aircraft configuration (slats, flaps)

• Automation targets and modes

• Aircraft maintenance log
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Lateral/Vertical 

Deviation at 6 nm to 

Runway Threshold



Logistic Regression Model
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Cost Function:

x = column vector containing all the feature values 

θ(x) = row vector containing all the regression coefficients

hθ(x) = predicted probability that a flight with feature-

vector x experiences an unstable approach after reaching 

1000’ AGL.

Logistic Regression:



Nowcast at 6nm/2000’ AGL for Nowcast
1000’ AGL
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Accuracy 74%

Recall 65%

% Predicated Unstable of Total 

Actually Unstable 

Precision 77%

% Actually Unstable from 

Total Predicted Unstable



Concept of Operations: Wise Associate
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Nowcast Interpretation

 “Hey we got a strong crosswind today.

When ATC vectors to localizer intercept late and 
there is this crosswind (tailwind on the base leg), 
flights tend to overshoot the runway centerline and 
have to fight to (over) correct”

– So, anticipate to account for the tailwind in the intercept course

 “in peak arrival push, Small category aircraft have to 
keep their speed up in the initial approach and have to 
bleed-off speed in short distance while descending”

– So, be prepared to add drag rapidly to avoid overspeed
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Proposal: Wise Associate

 Automation that acts like a “back seat driver”
– Always warning about potentially dangerous events

 Events may not occur

 Warnings may not always be accurate (< 25%)

 Benefits:
– Allows operator to provide some attention to factors/events that 

have historically 

 Applications:
– Flight deck operations

– Dispatch

– Traffic Flow Management

– Air Traffic Control
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Research Questions

 Will human operators accept automation 

warnings?

 How accurate does it need to be to avoid 

“nuisance” alerts and be turned-off?

 What kind of display/aural alert would work 

best?
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Outline

 Topics

– Thinking about Risk

– Problems and Issues in Risk 

Assessment

– Tool for Risk Identification 

Assessment & Display 

(TRIAD)



What is risk?

 Which poses the greatest risk?
– Meteor strike on the Ops Center

– W&B program error causes 2% 
decrease in fuel efficiency

– All aircraft in a fleet grounded

– Loss of an aircraft and crew

Dayton, Ohio



What is risk?

 Combination of 

– probability (likelihood) 

– consequences (threat 

value)

 Risk=f(p,c)
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Common Methods of Risk Assessment

 Informal “seat-of-the-pants” approach

 Probabilistic Risk Analysis (PRA)



Probabilistic Risk Analysis

 Typical steps
 Decomposition of paths leading to undesired state (e.g. 

FMEA)

 Evaluation of probability functions associated with each 
path

 Determination of costs associated with each possible 
undesired state

 Integrated risk function produces risk value

 Problems
 Complex process

 Difficult to understand and communicate, so people avoid it

 Conducted by decision analysts using input from domain experts

 Costly and time consuming
 So reserved for occasional “big” issues

 Accuracy depends on values that are difficult to estimate 
and identification of paths that are difficult to explicate

 Calculations may give misleading impression of precision

 Difficult to obtain consistent cost metrics
 Different types of consequences are hard to equate

 Simplified versions don’t fit all situations



Informal risk assessment

 Process
– Managers consider problem and 

produce global judgment based on 
past experience and logical analysis

 Problems
– Subject to numerous biases

 Availability – whatever comes to mind

 Representativeness – whatever fits 
expectations

– Process is obscure
 Leads to argument not discussion

 Difficult to document

 Difficult to improve



The Risk Matrix

 Semantics matter
– Why use particular labels?

– People often disagree on what 
the labels mean.

 Categories imply precision
– E.g., what if an issue can range 

from “unlikely” to “possible”?

 Colors imply decisions
– Who made the decision rules?

 Why 5 X 5 matrix?
– Categories imply that one 

should treat everything in a 
“box” the same.



The Risk Matrix

 Risk scores (numbers in 
the category boxes) imply 
“real” values (and ratio 
level measurement)

 This implies symmetry
– E.g., all boxes with the 

same value are the same.

 But the scales are (at best) 
ordinal.

 This can result in reversals 
in which riskier 
combinations receive lower 
scores.



Risk Assessment Wish List

 Structure discussion

 Document the process followed

 Easy path to improve assessment when desired

 Relatively easy to understand and communicate

– So it will be used

 Relatively inexpensive and time effective

– So it will be used whenever needed

 Do not want to rely on misleading calculations

 Reveal (not hide) uncertainty

 Obtain consistent consequence metrics

 Valid in all situations



Middle way

 Goals
– Provide decision maker with information needed to make sensible 

risk assessments and decisions

– Make bases of assessments and decisions explicit

– Allow assessments to be made with different levels of precision 
and effort

– Provide for different levels of analysis

 Systematic approach
– Requires well-defined problems

– Components of risk clearly specified

– Different types of consequences handled separately

– Uncertainties displayed

– Risk functions not imposed 



General Approach to Risk Assessment

 Current Risk Assessment
– Define problem

– Specify possible outcomes

– Assess probabilities

– Assess consequences

– Display risk summaries

 Forecast Risk Assessment
– Specify possible interventions

– Assess expected effects of interventions

– Display risk reduction summaries



Developing Solutions - TRIAD



1. Specify Problem & Outcomes



2. Likelihood Estimation



3. Consequence Evaluation



3. Consequence Evaluation



3. Consequence Evaluation



3. Consequence Evaluation



4. Risk Summary



Logarithmic Risk Display



Outcome Summary Table



Logarithmic Outcome Display



5. Forecast Risk

 Devise possible intervention(s)

 Consider previously determined outcomes

 Rate new likelihood given intervention
– Particular intervention may/may not affect likelihood of 

particular outcomes

 Rate new consequence given intervention
– Particular intervention may/may not affect consequences 

of particular outcomes

 Display Results



Forecast Risk Displays



TRIAD

Conclusion

 TRIAD

– Easy to use tool for risk assessment under 

uncertainty

– Provides information needed for decision without 

misleading oversimplification

– Displays help guide group discussion and decision-

making, not replace it



Conclusions

 TRIAD

– Avoids using risk functions that do not match reality

– Avoids use of arbitrary values to equate different 

types of consequences

– Avoids logical / mathematical errors in combining 

assessments of different outcomes
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Where



Why

 Operate

 Reduce error

 Substitutability

 Operational efficiency

 Organizational efficiency

 Managerial control

 Risk management



When

 Something is new

 Something has 

changed

 Something isn’t 

working

Human

EnvironmentTechnology

Mission



Why Procedures Fail

 Bad procedures
– Fail to take into account 

an important 
component of the task

– Too narrow

– Too broad

 Good procedures that 
went bad
– Can’t adapt (and aren’t 

changed)

 Aren’t followed

Human

EnvironmentTechnology

Mission



4P’s

Practices

Procedures

Policies

Philosophy



How

 Understand

– Goals & Requirements

– Task Analysis

 Design

 Implement

 Evaluate



How: Understand

 Goals for procedures

 Goals of procedures
– Correct

– Reliable

– Robust

– Resilient

– Efficient

 Task Analysis

Human

EnvironmentTechnology

Mission



How: Design

 Task Procedure
– Domain

 Technology

 Human

 Environment

– Requirements

– Conflicts

– Prohibitions
 Margins, Barriers, Buffers

– Sequences

– Timing

– Formative Evaluations

 Phase Procedure
– Sequential Task Procedures

– Interwoven Task Procedures

Human

Environment

Technology



How: Implement

 Training

– How

– Why

– Why not

 Change Management



How: Evaluate

 Observations

– General

– Targeted

 Surveys

 Automated data collection (FOQA)

 Voluntary reports (ASAP, ASRS)



Results



Example

 Design Overview
– Phase I:  Old procedures

 line pilots observed at random

– Phase II: New procedure tests
 a small group of test crews observed flying under old 

procedures and proposed procedures for a whole month

– Phase III: New procedures after adoption
 line pilots observed at random 4-5 months after adoption 

of new procedures

– Phase IV:  New procedures after stabilization
 line pilots observed at random 8-10 months after 

adoption of new procedures (+ winter ops)



Example

 Measurement overview

– Pilots observed using structured observation 

log

– Pilots surveyed using open/closed ended 

questions returned directly to NASA 

– Observers’ questionnaire

– “Event” details

– Observer training



Figure 1.  Mean Number of Problems on Target 

Items per Flight
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Figure 3.  Problems on Target Items by Phase of Flight
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